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Abstract— Although imitation learning is a powerful tech-
nique for robot learning and knowledge acquisition from naı̈ve
human users, it often suffers from the need for expensive human
demonstrations. In some cases the robot has an insufficient
number of useful demonstrations, while in others its learning
ability is limited by the number of users it directly interacts
with. We propose an approach that overcomes these short-
comings by using crowdsourcing to collect a wider variety of
examples from a large pool of human demonstrators online.
We present a new goal-based imitation learning framework
which utilizes crowdsourcing as a major source of human
demonstration data. We demonstrate the effectiveness of our
approach experimentally on a scenario where the robot learns
to build 2D object models on a table from basic building blocks
using knowledge gained from locals and online crowd workers.
In addition, we show how the robot can use this knowledge to
support human-robot collaboration tasks such as goal inference
through object-part classification and missing-part prediction.
We report results from a user study involving fourteen local
demonstrators and hundreds of crowd workers on 16 different
model building tasks.

I. INTRODUCTION

Traditional approaches to imitation learning are limited by
the need for expensive human demonstrations. The research
community has been addressing, or even bypassing this
problem in two major ways: (a) utilizing a small quantity of
good quality human demonstrations with complex learning
algorithms [1]–[5], (b) simplifying the problem domain [6],
[7], or (c) making use of simulators to make experiments
inexpensive [8]. However, the fundamental problem of learn-
ing from small datasets still remains. The number of useful
demonstrations of a task may be too small for the robot to
achieve the desired goal and the robot’s ability to acquire
new skills and knowledge is limited by the number of
users it directly interacts with. This motivates the use of
crowdsourcing: the robot can acquire a variety of examples
from a large pool of humans online.

Another common drawback of many imitation learning
approaches is the failure to imitate the “goal.” Instead, these
approaches involve following action trajectories given by a
human in the same space as the robot’s actuator space. A
trajectory-based approach to imitation fails in cases where
the physical limitations of the robot’s actuators make it
difficult or impossible for the robot to follow the demon-
strated trajectory. However, in many instances, it is not
the trajectory that is important but the goal of the action.
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Fig. 1. The Robot and the Object Building Task. (a)-(d) The robot
Gambit constructing four different user-generated objects obtained from
crowdsourcing for the object class “Turtle” (see Fig. 6). Different parts
of the object are represented using different colored Primo blocks. Gambit
successfully constructed the objects in (a) and (d); the resulting constructions
are shown in Fig. 6 (a) and (d). Gambit was unable to successfully build
the objects in (b) and (c); such objects are estimated by our heuristic task-
difficulty score (see text) to be “hard” compared to objects (a) and (d).

An alternative approach, referred to as goal-based imitation
[6], acknowledges the fact that robots often have different
actuators than humans but may still be able to achieve the
same goals as a human demonstrator, albeit using different
means.

In this paper, we propose a framework for using crowd-
sourcing to accelerate goal-based imitation learning. With the
use of crowdsourcing, our approach overcomes a fundamen-
tal limitation of traditional imitation learning approaches: the
scarcity of data. Focusing on a simple object building task,
we show how crowdsourcing can allow a robot to augment
an initial human demonstration with a richer set of examples
from humans online, allowing the robot to find new ways
of achieving a goal that is difficult to achieve with data
from a single user. We present results illustrating how the
crowdsourced data can support not only imitation, but also
related human-robot interaction tasks, such as goal inference
based on classifying objects and their parts and predicting
missing parts. In addition, we test the full system with a
user study involving eleven non-expert users.

II. RELATED WORK

Our work is closely related to two areas of research
in robotics. The first, learning from demonstration, has a
long history, going back to the work of Kuniyoshi, Schaal,
and others [9]–[11]. Recent advances in the field have led
to a number of impressive demonstrations of robotic skill
learning from humans [1]–[5]. The emphasis in many of
these previous approaches was on learning policies for ap-
proximating the action trajectories demonstrated by a human
teacher. On the other hand, goal-based imitation ( [6]–[8])
focuses on the ability to infer the intention of a human
teacher. This provides a powerful framework for imitation
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that allows intuitive ways of transferring task information
from humans to robots, independent of their embodiment.
This enables other human-robot collaboration tasks at no
additional computational costs.

The second related area of research, crowdsourcing, has
only recently received attention from the robotics commu-
nity. Sorokin and colleagues [12] used Amazon Mechanical
Turk to tackle the problem of robotic grasping of novel
objects: human workers provided object outlines in images,
grouped objects by type, and rated the extracted 3D mesh
models prior to computing grasps for each object. Crick and
colleagues [13] demonstrated the utility of crowdsourcing
for teaching a robot to navigate a maze when users are
presented with information that is limited to the robot’s
perception of the world. Breazeal and colleagues [14] used
crowdsourcing with an online game to collect large-scale
data on unscripted interactions between human players: they
used this data to generate behaviors for a real robot in an
interactive task at a museum. Emeli [15] investigated the use
of a Twitter account for a robot so that the robot’s followers
can label videos of human actions for action classification.
Our approach builds on these past efforts; similar to [13],
[14], we use crowdsourcing as a means of gathering human
demonstrations. However, unlike these approaches, our work
focuses on goal-based imitation.

III. SYSTEM COMPONENTS

A. Robot and Object Building Task
We use the Gambit robot arm-and-gripper (Fig. 1) de-

signed at Intel Labs Seattle. Gambit is well-suited to small-
object tabletop manipulation tasks and has previously been
shown to perform well in tasks with humans in the loop [16].

The task we use to illustrate our crowdsourcing-based
approach is a simple imitation learning task where the robot
must learn to build 2D object models on a tabletop from
human demonstrations, e.g., Fig. 1. We use Primo [17]—
the larger cousin of Lego—as building blocks, and we only
use 1 ⇥ 1 unit blocks for all of the tasks1. The robot has a
basic set of primitive actions; i.e. Gambit can pick and place
blocks at pre-specified locations2.

Even though Gambit is precise enough to play a game
of chess [16], building 2D object models turns out to be
a nontrivial task because humans typically build models
in which blocks abut each other. This close block-to-block
proximity means that for the robot, the difficulty of the task
increases with the number of blocks in the model, e.g. Fig. 1
(b). Additionally, using inverse kinematics to place blocks on
the table results in less precision near the boundaries of the
robot’s workspace than near the center.

For sensing the current state of objects on the table,
i.e. perceiving human demonstrations, we use a Microsoft
Kinect. The Kinect is mounted on the base frame of Gambit
and looks down on the table surface. The robot takes as input

1Each block has dimensions 4.6cm ⇥ 4.6cm ⇥ 5.8cm and the tabletop
workspace is 41.4cm ⇥ 41.4cm.

2Primo blocks were handed to Gambit’s gripper one at a time to avoid
manipulation complexities.

the stream of RGB and depth images from the Kinect and
first segments out the background and the hand of the human
providing the Primo blocks. The remaining pixels are then
used to determine the state of objects on the table using a
simple heuristic based on a centroid and predetermined grid-
positions.

B. Crowdsourcing

We use Amazon’s Mechanical Turk service (AMT) for
crowdsourcing. AMT is a market place for macro-tasks.
Tasks which require human intelligence are posted with pay-
ments in the range of $0.01 to $0.2. Common tasks include
categorization, audio transcription, and content filtering.

AMT has the following pros and cons: due to its publicity,
AMT is very scalable; thousands of workers are online to
work on hundreds of thousands of tasks daily. AMT also
covers a wide range of populations. This can be beneficial
for gathering data from or studying behaviors of a variety of
users. Furthermore, AMT provides simple tools to control
data collection and interact with workers, such as giving
bonuses for good work, rejecting jobs, and promoting or
blocking workers.

AMT however is not designed for complex tasks. Even
though some studies [18], [19] have demonstrated the use
of AMT for tackling challenging jobs, it is unclear whether
these results generalize to the robotics domain. The AMT
tools for managing workers and tasks are often not sufficient
to block poor quality workers and spammers. Principled
methods for improving the quality of results from AMT are
currently being explored [20], but their applicability to the
robotics domain remains to be explored.

C. Web Interface

Fig. 2 illustrates the two types of web interfaces used for
data collection on AMT.3 The first web interface (Fig. 2(a))
focuses on collecting 2D object model data. The first page
of the interface contains a concise explanation of what the
robot is trying to achieve with related explanatory figures.

Upon agreeing to participate, the online worker is directed
to the data collection page. The data collection page has
a header line with gray background that displays how to
build a model and what type of model to build. The online
worker can use blocks to create 2D models on a 9⇥ 9 grid,
corresponding to the robot’s tabletop working area, by simply
clicking the grid boxes. Four different colored blocks—
red, yellow, green, blue—are available for use in limited
quantities (15 for each). In the instructions, we encourage the
worker to use a different color for each part of the model
they are building. For some tasks, the worker can provide
their own object title and part names by filling in the blank
fields on the right side.

The second web interface (Fig. 2(b)) is used for obtaining
worker “satisfaction” ratings of 2D object models. When
the worker visits the website, 10 models as in Fig. 2 are

3Web interfaces are available at http://homes.cs.washington.
edu/
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(a)

(b)
Fig. 2. Web Interfaces for Data collection. (a) Web interface for 2D
object model building. (b) Web interface for rating 2D object models.

displayed. The worker then rates the quality of each model
from 1 (poor) to 5 (excellent).

IV. METHODS

Our approach has three main steps: (1) human demonstra-
tion collection, (2) goal-model learning and goal-inference
and (3) goal-based imitation.

A. Data Collection

Demonstrations for goal-based imitation are often high-
level; in such cases, it is possible to abstract the task and still
collect reasonable demonstrations. In our system, humans
provide demonstrations either directly with the Primo blocks,
or through a simulated task environment as in Fig. 2 (a).
The simulated interface is parameterized so that the robot
can post requests based on the input it receives from users.
For example, our interface takes a parameter for deciding
the source of data, i.e. local demonstrators vs. crowd, and
takes another parameter for deciding type of instructions to
be displayed to the demonstrator.

B. Graphical Models

For probabilistic goal-modeling and goal-inference we use
a generative graphical model. Let X be the set of human
demonstrations and C be the set of class names. Then let K
be the number of sets of part names, and P

i

be the i

th set of
part names. In the context of the object building task, x 2 X

is an object model in 9⇥ 9 colored pixel grid submitted by
a demonstrator. We represent x as a 81-dimensional vector
where each element can take one of five values (one for each
of the four block colors, and one denoting an empty square).
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Fig. 3. Graphical Models. This model exploits the structure of the object-
parts problem (see text for details).
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red part name, such as “Body.”

Feature Extraction: To provide more informative data to
the graphical model, one can extract features from x. We
define M as the number of features and the i

th part feature
vector as
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th part. For the object building task, we build colored sliding
window shape detectors for grid sizes of 1 ⇥ 1, 2 ⇥ 2, and
3 ⇥ 3. A single shape detector of grid size n ⇥ n can be
thought of as a window with a particular pattern of a single
color. That window is then placed on all possible n by n

sections of the 9 ⇥ 9 raw pixel grid. Each time there is an
exact match, that feature’s count is increased by one.

Recall that workers are instructed to construct object parts
from one of the four possible colors (red, yellow, green, or
blue). Our 1 ⇥ 1 grid size shape detector is equivalent to
a pixel color counter. For 2 ⇥ 2 and 3 ⇥ 3 sized grids, we
exhaustively generated all possible patterns for each color
(16 for a 2⇥ 2 grid and 512 for a 3⇥ 3 grid). Therefore, a
total of M = 1 + 16 + 512 = 529 features per each color
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is true. In practice, we prune the unused features; from
M ⇥K = 529 = 2116 possible features, only 1109 actually
occurred in our dataset, and are used for the training and
testing of our models.

Factorization: For a multiple part assembly task, such as
the object model building task, we use a graphical model
given by the factorization as shown in Fig. 3. This can be
expressed as
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names. We model both P (p
i

| c) and P (c) with categorical
distributions.

Learning: The problem of learning from human demon-
stration becomes a parameter learning problem of the graph-
ical model. We assume fully labeled data is always available.
For example, during data collection, the system either spec-
ifies the object model name and four part names, or asks
online workers to provide labels, e.g. the four part names;
we use only the system-specified data. In all the experiments
with fully labeled data, we use maximum likelihood estima-
tion to learn the parameters of the graphical model (Fig. 3).

Inference: We equate the “goal” of the demonstrator with
the unobserved variables, which are c and p1:K . In our
case, we equate the “goal” of the demonstrator with the
object class name and its four part names s/he constructed
with the blocks. The goal inference problem then becomes:
given a particular constructed model, which object does the
construction correspond to and what are its part names? With
the graphical model (Fig. 3), we can compute marginals
and most probable explanations (MPEs) of P (c | f1:K)
(object class name inference), and P (p

i

| f1:K) (part name
inference). Taking advantage of our model’s tree structure,
we use a belief propagation algorithm to compute marginals
and MPEs efficiently.

C. Imitation as Search

We model the problem of goal-based imitation as a
problem of searching for a “good” demonstration to imitate
from collected human demonstrations. Let X

c

be the set of
instances that belong to object class c. We assume that the
robot has an single, identified user-goal, e.g. the mode of
P (c | f1:k). Then, the search can be expressed as

x

⇤ = argmin
x2Xc

score(x). (1)

In all of our experiments, the search space is relatively small
|X

c

|  100, so we always exhaustively search through the
entire search space.

The “goodness” of an instance is measured by score
functions. We use three score functions:
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The task-difficulty score function, Eq. 2, approximates the
difficulty of building given instance object model x based on
two sources d

n

(x) and d

b

(x); d
n

(x) measures the difficulty
related to the number of blocks and d

b

(x) measures the
difficulty related to proximity to boundary. We set weights
w

n

and w

b

empirically.
However, considering only task-difficulty may not yield

good imitation results; the easiest-to-build model may be
too simple and therefore can be unpleasing or unconvincing.
For this purpose, we propose a satisfaction score s(x).

This function is created from averaging and normalizing4

the crowd satisfaction data collected using the second web
interface introduced in Section III-C. The new combined
score, Eq. 3, incorporates both task-difficulty and crowd-
satisfaction. We set weights to w

d

= 0.5 and w

s

= 0.5,
but they can be tweaked based on the system designer’s
preference.

Another interesting score for imitation can be an object
model’s “visual-distance” with a given object model from
the user. We measure this distance, v(x, z), based on the
counting number of different blocks between an object model
x and the user given demonstration z. To make our distance
metric robust against translations, we use the minimum
distance from all possible distances measures with different
offsets between x and z. We propose another score function,
Eq. 4, by combining the visual-distance and task-difficulty
scores. Similar to the previous score function, we set the
weights empirically (w

d

= 0.25 and w

v

= 0.75).

V. EXPERIMENTS AND RESULTS

A. Example Scenario
To demonstrate how crowdsourcing can accelerate goal-

based imitation learning, we conducted a single user exper-
iment with the following scenario.5

(1) User builds a 2D object model and labels its class
name and four part names.

(2) Robot collects data by posting jobs on AMT.
(3) Robot learns the graphical model using collected data.
(4) Robot infers the user’s goal from the provided object

model in step (1).
(5) Robot finds three candidate object models using task-

difficulty, satisfaction combined and visual-distance
combined scores then asks the user to select one.

(6) User makes a selection.
(7) Robot builds the selected object model from step (6).
Fig. 4 shows the progression of the scenario. First, the

user provided a physical object model of “Tree” as shown in
Fig. 4(a). The physical model was then converted to a virtual
model, Fig. 4(b), via sensing. The user labeled the class name
as “Tree” and labeled the four part names as “fruit” (red),
“trunk” (yellow) , “leaves” (green) and “” (empty—blue).

Once the user finished the demonstration, the robot posted
jobs on AMT asking for demonstrations of “Tree” with the
four specified part names given by the user. After one day
of data collection, the robot learned the graphical model
parameters from the collected data, which includes the data
collected for the other eight classes described in Section V-
B. The eight classes were added because otherwise the goal-
inference task becomes trivial. Then the robot inferred the
goal, a class name, and four part names from the user-
provided “Tree” object model. Fig. 4(c) shows the marginal
distributions of the four part names and the class name. There

4We also reverse the direction of s(x) (so that a lower score is better) to
make it work with Eq. 1

5Visualization of the data collected for the experiments is avail-
able at http://homes.cs.washington.edu/
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(d) task-difficulty (e) satisfaction combined

Learning
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(h) physical construction
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(f) visual-distance
combined

(none)

(none)

Fig. 4. Example Imitation Learning Scenario. Intermediate results from
following the example imitation learning scenario (see the main text) are
visualized. The results can be seen in order by following solid arrows.
The dotted arrow show the scenario of directly imitating the user’s original
demonsration (a)&(b), which we compared our method against.

is some uncertainty about the red part name, but the other
four part names have marginal distributions with almost no
uncertainties. Because of this, the marginal distribution for
the class name is also quite certain.

With the most probable class name, the robot searched
for candidate models using three different score functions:
Eq. 2, Eq. 3 and Eq. 4. The three candidates found are
shown in Fig. 4(d),(e),(f). The robot asked the user to make
a selection and the user selected (e). Following the request
of the user, the robot successfully constructed the selected
model, Fig. 4(e), as shown in Fig. 4(h). We also commanded
the robot to build the original object model demonstrated by

the user, (g), but the robot was not be able to successfully
build it due to the “hardness” (task-difficulty) of the object.

B. Experiment 1: Goal-Based Imitation

In our first experiment, three local participants6 gave
demonstrations of eight objects: a car, person, house, flower,
fish, snake, turtle and chick (small bird). We evaluated the
object models provided by the robot as the results of our
approach with the following variations.

1) Source of Demonstrations: The robot could collect
demonstrations either by requesting demonstrations
from local demonstrators, or by posting jobs to Me-
chanical Turk (online demonstrators). When the robot
was collecting data from local demonstrators, it asked
for one example per class from each demonstrator.
When the robot was collecting data from online
demonstrators, it posted 100 jobs, which corresponded
to 100 examples per class. Once the data had been
collected, the robot again used Mechanical Turk to
rate the obtained models. As mentioned in Section III-
C, we have the crowd rate ten models at the same
time, where all models are drawn from the same class.
The rating data were then used for building the crowd-
satisfaction score function for the crowdsourced data.

2) Score Functions: The robot used three different meth-
ods of imitation which were based on using three
different score functions described in Section IV-C.

We considered four experimental conditions: (a) collecting
data from local demonstrators and using the task-difficulty
score, which we denoted as L, (b) collecting data from the
crowd and using the task-difficulty score, which we denoted
as C, (c) collecting data from the crowd and using the sat-
isfaction combined score, which we denoted as CS, and (d)
data collected from the crowd and using the visual-distance
combined score, which we denote as CV. We conducted
experiments similar to the scenario in Section V-A, except
that steps (2) and (5) were modified appropriately and the
experiments were stopped at step (5).

We observe that C outperforms the other methods in terms
of task-difficulty. However, a low task-difficulty does not
necessarily lead to a model that is desirable, (see Fig. 6
for examples7), or is similar to the user’s demonstration.
Fig. 5(a)-(c) illustrate this issue more clearly. C performs
worst in terms of satisfaction (Fig. 5(b)) and results in models
that do not resemble the original demonstration (Fig. 5(c)).
By incorporating crowd satisfaction ratings CS results in
more preferable models (Fig. 6(b)), but at the expense of
greater task difficulty (Fig. 6(a)).

In summary, the results show that the robot can exploit
data from the crowd to learn object models that are easier
to build than purely local user-provided object models.

6Graduate students in University of Washington Computer Science &
Engineering department who are not focusing on the field of robotics. Two
of them are male and one of them is female.

7Videos of Gambit constructing these four object models are avail-
able at http://homes.cs.washington.edu/
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(a)

(b)

(c)

Fig. 5. Task Difficulty, Crowd Satisfaction and Visual Distance for Four Experimental Conditions. For every object class, the results from four
experimental conditions– L, C, CS, CV (see the main text)–are plotted with three different score metrics. When using local demonstrator data or using
visual distance scores, there are multiple ways to get the results. Therefore we report means and standard deviations for them. The L results in (b) are
empty because the crowd did not rate the local user demonstrations.

(a) (b) (c) (d)
Fig. 6. Crowd-provided and Gambit-constructed Models for Object
Class “Turtle”. (Top Row) Online worker constructions on Mechanical
Turk. (Bottom Row) Results of Gambit attempting to construct the same
models. (a) and (b) are the models with the lowest and highest task-difficulty,
respectively, estimated using our heuristic score (Gambit fails to build (b)).
When we use a single score that combines task-difficulty with crowd rating
of “satisfaction with a model,” (c) and (d) emerge as the models with the
highest and lowest ratings, respectively.

However, just considering task-difficulty can yield unsatis-
fying results, so introducing additional scores such as crowd
satisfaction and visual distance can be useful in selecting
good models.

C. Experiment 2: Goal Inference

The second experiment tests whether the data obtained
from online workers allows the robot to infer an object and its
parts given a novel construction built from blocks. Fig. 7(a)
shows the performance of classifiers predicting object and
part names using the proposed graphical model. In Fig. 7(b)
the graphical model is trained on complete models, but must
then predict the name of an object part that has been removed
from the input. All plots use data described in Section V-B-
1). Plots are averaged over ten runs with random 80%/20%
train/test splits over the data.

There were two interesting aspects of these results. First,
in both cases, the performance of “Predicting all 4” classifiers
just started to mature when the amount of input data reached
800. Second, our unmodified graphical model was robust
against missing pieces. These results lend further support
to the viability of crowdsourcing as a vehicle for collecting
large-scale data. In addition, the results also demonstrate one
possible benefit of using the goal-based imitation method:
missing part prediction is possible without any modification
to the framework.

D. Experiment 3: User Preferences on Imitation Methods

Lastly, we conducted a user study to investigate people’s
preferences among the three different imitation methods de-
scribed in Section V-B: using the task-difficulty, satisfaction
combined, and visual-distance combined scores.

The study consisted of three steps: collecting data from
the participants, a “Best Representation” survey, and a “Best
Imitation” survey. In the participant data collection step, the
participants were asked to build the eight 2D object models
described in the second experiment. The models built by
participants were used as inputs to the imitation methods
in the following steps. In the “Best Representation” survey
step, the participants were asked to rate each model based
on “how well it represent its title” on a Likert scale (1: poor,
5: excellent). They were shown with three object models
retrieved by three imitation methods in random order per
each class. In the best imitation survey step, the participants
were asked to rate the models based on “how well it imitated
your model” on a Likert scale (1: poor, 5: excellent). The
same retrieved models in the second step were shown to the
participants in the same ordering for each class. In addition,
the models built by the participants were provided to them



(a)

(b)

Fig. 7. Object and Parts Classification Performance. (a) shows the
performance of the graphical model predicting object and part names as a
function of the amount of data. (b) shows the graphical model predicting
the name of a single missing piece.

along with “Your Model” annotations to remind them of
their own models. Note that in this study, the robot did not
physically construct the final candidate object models.

Our study was completed by 11 participants (6 males,
5 females) who were undergraduate or graduate students.
The results are shown in Fig. 8. We observe that the
imitation method using the satisfaction combined score is
rated the highest in the “Best Representation” survey, the
imitation method using the visual-distance combined score
is rated the highest in the “Best Imitation” survey, and the
imitation method using task-difficulty score alone is rated the
lowest in both surveys. However, these differences were not
statistically significant in a Three-Way ANOVA test.

VI. DISCUSSION

Crowdsourcing Quality Control: Although we demon-
strated the benefits of utilizing crowdsourcing the context of
robotic imitation learning, crowdsourcing needs to be used
with caution. The quality control of crowdsourcing was non-
trivial. Since we collected our data with live crowdsourcing
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Fig. 8. User Study Results:. Average ratings over three imitation methods
across 11 participants and 8 object models under two surveys types; Best
Representation and Best Imitation. The grey colored error bars represent
standard deviations.

without any quality control mechanism, we were vulnerable
to spammers. There were some spammers who produced
repeated data from multiple accounts, and even others who
produced data without following the instructions 8. We are
planning to adopt more complex quality control techniques
developed from the HCI community to improve the quality
of crowdsourced data in the future [18], [19].

Imitation Method: In our user study (Section. V-D), even
though there was no statistical significance, the participants
preferred the imitation methods we expected them to prefer
in two different surveys. This preliminary results showed a
potential to perform multi-purpose imitation learning using
our current framework. For example, if the user’s objective is
to make the robot be able to build an instructed object model
without failure, he/she can choose the imitation method using
task-difficulty score. In another case where the user wants the
robot to build an object model that is visually similar to what
he/she demonstrated, he/she can use the imitation method
using the visual-distance combined score. In addition, for the
purpose of knowledge acquisition and general object model
construction tasks (not the imitation task), the combined
satisfaction score can be effectively used.

Partially Specified Data: For all the results reported in the
experiment section, we used what we call “Fully Specified
Data”. There were two ways to specify labels when the
user was providing an initial demonstration. The user could
(1) specify both class name and part names of the object
model which we call “Fully Specified Data,” or (2) only
specify the class name of the object model which we call
“Partially Specified Data”. During the data collection, in the
case of (1), the robot asked workers for object models and
fully specified the task by providing the title of the model
it needed and the names for each part (block color) during
data collection. In the case of (2), the robot asked for a 2D
object model but provided only the title of the model, not
the part names. The demonstrator was then free to name

8See our visualization of the dataset available at the project website to
see examples.



all parts as desired. Utilizing “Partially Specified Data” in
our framework is an interesting direction but brings multiple
problems, the primary of which is the widely varying part
names provided by the crowd. We are interested in exploring
techniques in natural language processing to address such
variance in a structured manner, which would allow us to
utilize this rich data set.

VII. CONCLUSIONS

Our results suggest that crowdsourcing can be a pow-
erful tool for accelerating imitation learning and robotic
knowledge acquisition by: (1) augmenting an initial human
demonstration with a richer set of examples to learn from, (2)
using these examples to find new ways of achieving a goal
that was difficult to achieve with just one or a few initial
demonstrations, and (3) using crowdsourced data to support
human-robot interaction tasks such as goal inference based
on object-parts classification and missing-part prediction.
Future work will focus on exploring the application of
the approach to more challenging tasks such as 3D object
assembly and tool use, self-learning of heuristic measures of
task-difficulty, and endowing the robot with the ability to use
decision theoretic methods to decide when to crowdsource
and when to ask the physical user for more examples.
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